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Motivation: Explanation Generation Process
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Treatment Effects
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Treatment 
Effect

the effect that a treatment 
(i.e., the indep. var.) has 

upon the response variable 
(i.e., the dep. var.) in a study.

YT=1(X) - YT=0(X)

Individual 
Treatment 
Effect (ITE)

The treatment effect on one 
individual; impractical. YT=1(X=x) - YT=0(X=x)

Average 
Treatment 

Effect (ATE)

The treatment effect on 
individuals within a 

population.
Ex’∼P(X) [ YT=1(X=x’) - YT=0(X=x’) ]
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Explanation Generation Process
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Hyperparameters as Treatments
What is the effect of the hyperparameters on 
the resulting prediction/explanation?
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H
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X

Hyperparameters as Treatments
What does the prediction/explanation for X = x 
look like, if the hyperparameters take on value 
H = h rather than H = h’, all else being equal?
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Extended Treatment Effects
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What does the prediction/explanation for X = x 
look like, if the hyperparameters take on value 
H = h rather than H = h’, all else being equal?


Yh=1 - Yh=0 
single binary treatment


Em≠n [ Yh=n - Yh=m ] 
single non-binary treatment


Eh\i [ Em≠n [ Yhi=n, h\i - Yhi=m, h\i ] ] 
multiple non-binary treatment


Eh\i [ Em≠n [ ‖ φ(Yhi=n, h\i) - φ(Yhi=m, h\i) ‖G] ] 
multiple non-binary treatments 

& a non-binary target



Natural vs. simulation-based 
potential outcomes
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i Yh=0 Yh=1 Yh=2

1 a - -

2 - f -

3 - - k

4 - h -

… … … …

i Yh=0 Yh=1 Yh=2

1 a e -

2 b f -

3 c g -

4 d h -

… … … …



Model Zoo & Explanations
30,000 pre-tained models: 
3 layer CNNs (4,970 parameters); 
trained to convergence (max 86 epochs)


4 datasets: 
MNIST, FASHION, SVHN, CIFAR10 


8 hyparparameters: 
drawn “independently at random” from pre-specified ranges


Fixed architecture. Fixed random seed.


4+1 saliency-based explanations: 
Gradient, SmoothGrad, Integrated Gradients, Grad-CAM 
Reference explanation: “identity”, i.e., E = Y —> ITE_E = ITE_Y

10 [Unterthiner et al. 2020]
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Most types of H influence Y 
(and E) in a similar way
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H influences Y (and E)

differently across performance buckets
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Performance 
buckets:

• 0 - 20 pctl.

• 20 - 40 pctl.

• 40 - 60 pctl.

• 60 - 80 pctl.

• 80 - 90 pctl.

• 90 - 95 pctl.

• 95 - 99 pctl.

• 99 - 100 pctl.



Explanations may still be explaining 
something other than the prediction



Direct vs indirect effects
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H

Y = f(x) E

X

ITEE measures the total effect: 
* direct effect 
* indirect effect 
 
How to tease them apart?



Direct vs indirect effects
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H

Y = f(x)

↓


Y ≠ f(x) 
E

X

ITEE measures the total effect: 
* direct effect 
* indirect effect 
 
How to tease them apart?

We can sever the flow of 
dependence from H to E by 
randomizing Y

* total effect: ITEE, y=f(x) 
* direct effect: ITEE, y≠f(x) 
* indirect effect: ∆ above



Explanations from the highest performing 
models may be comparatively less reliable 
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How does one assay the safety, factuality, and 
ethics of AI systems to foster trust in AI?


Common answer: use explanations

Preliminary work:


• Cautionary tale: explanations may still be 
explaining something other than the prediction


• We propose a causally-grounded 
quantitative metric to study the relationship 
between predication and explanation


Future work:


• Extension beyond saliency map 
e.g., SHAP, LIME, recourse, etc.


• Creating a OSS tool to measure causal effect 
of Y on E for any given black-box model



Thank you!
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